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Abstract: We describe how MP is used at the National Energy Research Scientific Computing

Center (NERSC). NERSC i the production high-performance computing center for the US
Depariment of Energy, with more than 5000 users and 800 distinct projects. We also compare the.

usage of MPI to exascale developmental programming models such as UPC++ and HPX, with an
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Portability issues wrt different MPl implementations

In survey responses of 32 code groups, 10 gave the following comments on portability
Special thanks o Dr. Rolf Rabenseifer and colleagues at Stuttgart High Performance Computing
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In survey responses 5 code groups gave additional information
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Some obsarved communication anomalies.
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