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See the results of two user surveys – 
MPI at NERSC, and MPI Alternatives
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In 2015, the NERSC Program supported 6,000 active users 

from universities, national laboratories and industry who used 

approximately 3 billion supercomputing hours. Our users came 

from across the United States, with 48 states represented, as 

well as from around the globe, with 47 countries represented.

Cray	XC40	with	Knights	Landing	

Cray	XC30	

Blocking MPI_Send / MPI_Recv 
Blocking MPI_Bsend / MPI_Recv 
Blocking MPI_Ssend / MPI_Recv 

Blocking MPI_SendRecv 
Nonblocking MPI_Isend and MPI_Recv 
Nonblocking MPI_Send and MPI_Irecv 

For	Example:		

9/13/2016 NERSC MPI Usage Survey - Google Forms

https://docs.google.com/a/lbl.gov/forms/d/11xmHlRI5w-jGwTmPcxzuFwMDyJnFu9uQLzJLtHdmeas/edit#responses 5/19

~10,000

typically 16^2 x 45 (horizontal footprint x column depth)

typically 256-1024

How do you implement point-to-point communication (check any that
apply)

(29 responses)

Have you ever checked if your communication is serialized? (31 responses)

Do you overlap communication and computation? (32 responses)
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Nonblocking…

Nonblocking…

Blocking MPI…

Blocking MPI…

Blocking MPI…

Blocking MPI… 18 (62.1%)18 (62.1%)18 (62.1%)

2 (6.9%)2 (6.9%)2 (6.9%)

1 (3.4%)1 (3.4%)1 (3.4%)

5 (17.2%)5 (17.2%)5 (17.2%)

14 (48.3%)14 (48.3%)14 (48.3%)

13 (44.8%)13 (44.8%)13 (44.8%)

yes

no61.3%

38.7%

How	do	you	implement	point-to-point	communica2on?		

NERSC	Users	by	Country	

18	(62.1%)	

2	(6.9%)	

1	(3.4%)	

5	(17.2%)	

14	(48.3%)	

13	(44.8%)	



See what MPI alternatives people are using 
and some recent comparisons with MPI
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Which	parallel	programming	model(s)/approach(s)	do	you	use?	

UPC 
UPC++ 

Charm++ 
Kokkos 
Chapel 

Coarray Fortran 
HPX 

OCR -based 
Legion 

Parallel Python 
Hadoop/MapReduce 

other 

9/14/2016 Survey of MPI Alternatives - Google Forms

https://docs.google.com/a/lbl.gov/forms/d/1eFq1lPN-OJeE40rLYG49Stxno_VL_aPmgnyLfLhdetI/edit?ts=57c0b526#responses 5/12

Which parallel programming model(s)/approach(s) do you use? (26 responses)

If checked other, please specify. (7 responses)

python multiprocessing; custom work¡ow DAG management

SHMEM, OpenMP

Custom

GASNet

OpenSHMEM

Global Arrays

GPI-2 / GASPI

0 1 2 3 4 5 6 7 8 9

other
Hadoop/MapR…

Parallel Python
Legion

OCR -based
HPX

Coarray Fortran
Chapel
Kokkos

Charm++
UPC++

UPC 8 (30.8%)8 (30.8%)8 (30.8%)
9 (34.6%)9 (34.6%)9 (34.6%)

5 (19.2%)5 (19.2%)5 (19.2%)
0 (0%)0 (0%)0 (0%)

1 (3.8%)1 (3.8%)1 (3.8%)
3 (11.5%)3 (11.5%)3 (11.5%)

2 (7.7%)2 (7.7%)2 (7.7%)
8 (30.8%)8 (30.8%)8 (30.8%)

1 (3.8%)1 (3.8%)1 (3.8%)
3 (11.5%)3 (11.5%)3 (11.5%)

1 (3.8%)1 (3.8%)1 (3.8%)
7 (26.9%)7 (26.9%)7 (26.9%)
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Number	of	Locali2es	(2Locali2es	per	Node,	8	Cores	each)	
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MPI/OpenMP	

TheoreVcal	Peak	


